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Abstract—Following the rapid growth of Field Programmable
Gate Arrays (FPGAs) sizes, the regularity of architectures has
become a critical feature, leading to the development of million-
of-LUT devices. While the routing architecture plays a dom-
inant role in the area, delay and power of modern FPGAs,
most of previously published works focus on improving the
routability and performance of FPGAs while very few studied
tileable (highly-regular) routing architectures. In this paper, we
provide a detailed analysis between tileable and popular non-
tileable FPGAs considering modern routing architectures. First,
we upgrade VPR to generate tileable routing architecture, which
can support different switch block patterns for (1) the routing
tracks that start/end in a tile and (2) the routing tracks that
pass through a tile. Then, we evaluate the performance of mixed
switch blocks patterns in the context of a Stratix IV-like FPGA
architecture, by considering the most representative patterns,
i.e., Subset, Universal and Wilton. Experimental results show
that averaged over the MCNC and VTR benchmarks, when
compared to the well-optimized non-tileable architectures, the
tileable architectures can improve the minimum routable channel
width by 13% and area-delay product by 2%. In particular, our
results showed that in the context of tileable FPGA, a mix of
Universal and Wilton switch block patterns lead to the best trade-
off in area, delay and routability, while Wilton switch block was
the best choice in non-tileable FPGAs.

I. INTRODUCTION

The routing architecture implementation has a dominant
impact on the area, delay and power of modern Field Pro-
grammable Gate Arrays (FPGAs) [1], [2]. As FPGA sizes
grew rapidly, highly-regular architectures, especially tile-based
FPGAs, have become mainstream in commercial products [3],
[4]. Tileable architectures remarkably simplify the development
of FPGA layouts, as the full fabric can be built with a small
number of repeatable tiles. For full-custom designed FPGAs,
manual layouts are only required for a small number of tiles,
reducing engineering efforts as well as development cost [2]-[9].
For semi-custom designed fabrics [10]-[14], the runtime and
memory usage of backend flows can be potentially reduced by
exploiting the hierarchical P&R provided by cutting-edge tools.
Nevertheless, very limited published works studied the specifics
of tileable FPGAs, in particular the routing architecture [2], [5]-
[7]. Previous works mainly focus on improving the routability
and performance of FPGAs using VPR, which produces non-
tileable unidirectional fabrics [15]-[23]. Moreover, switch block
patterns have a crucial impact on the routing architecture, while
previous works assume simple conditions, e.g., length-1 wires
and bidirectional routing tracks, which are rarely used in modern
FPGAs [19]-[22]. Note that major works only considered
uniform switch block patterns even for various lengths of
routing tracks [19]-[21], while very limited work has been
done for mixed switch block patterns [15], [22].

In this paper, we provide a detailed analysis between fully
tileable and non-tileable FPGAs considering modern routing
architectures. Our contributions are as follows:

(1) We upgrade VPR with a tileable Routing Resource Graph
(RRG) generator, which can generate regular routing archi-
tecture for both homogeneous and heterogeneous FPGAs.

Experimental results show that compared to VPR, our RRG
generator can reduce the number of unique tiles by 8.8 and
5.5x for homogeneous and heterogeneous FPGAs respectively,
even considering 128 x 128 array size.

(2) More than tileable FPGA, our RRG generator also supports
different switch block patterns for (a) the routing tracks that
start/end in a tile and (b) the routing tracks that pass a tile.
We evaluate the performance of mixed switch blocks patterns
in the context of a Stratix IV-like FPGA architecture, by
considering the most representative patterns, i.e., Subset [20],
Universal [19], Wilton [21] and Imran [22]. Experimental results
show that averaged over the MCNC and VTR benchmarks,
when compared to the well-optimized non-tileable architectures,
the tileable architectures can improve the minimum routable
channel width by 13% and area-delay product by 2%. In
particular, our results showed that in the context of tileable
FPGA, a mix of Universal and Wilton switch block patterns
leads to the best trade-off in area, delay and routability, while
Wilton switch block was the best choice in non-tileable FPGAs.

The rest of this paper is organized as follows. Section II
reviews the modern FPGA architectures and related works.
Section III introduces the tileable routing architecture generator.
Section IV presents experimental results. Section V concludes
this paper.

II. BACKGROUND

This section will first introduce the tile-based modern FPGA
architectures and then briefly review previous works on routing
architectures.

A. Tile-based FPGA Architecture

Modern FPGA architectures are commonly organized in
a high-granularity island style, which consists of an array of
repeatable tiles. As shown in Fig. 1, each tile consists of a
Configurable Logic Block (CLB), two Connection Blocks (CBs)
which connect CLB pins to X-direction and Y-direction routing
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Fig. 1: Tile-based FPGA architecture: tiles in the same color are
repeatable.
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Fig. 2: An illustrative example of subset switch block pattern
interconnecting uni-directional Length-2 wires in : (a) non-tileable
(untileable) architecture and (b) tileable architecture.

tracks respectively, and a Switch Block (SB) that interconnects
routing tracks. An FPGA is considered tileable when all the
tiles except the periphery tiles share exactly the same internal
structures and layouts. Fig. 1 shows an example of tileable
FPGAs, where the replicated tiles are highlighted with the
same color. The main advantage of tileable architecture is that
only one tile will be laid out and can be assembled to create
any sizes of FPGAs. However, the majority of previous works
are based on the unidirectional FPGAs modeled by VPR [23],
which is not tileable, while very limited works studied tileable
FPGA [2], [6], [7]. For instance, I. Kuon et al. proposed a
tileable FPGA generator, GILES [2], which can generate any
FPGA fabric using 9 unique tiles. Nevertheless, none of these
works provided a detailed performance analysis comparing
tileable and non-tileable FPGAs.

B. Previous works on Switch Block Patterns

Switch blocks have a crucial impact on most critical paths
in FPGAs, and may contribute up to 50% of the delays [1].
Through twenty-year of intensive research, there are three
most popular switch block patterns standing out for best area-
delay trade-off: Subset [20], Universal [19], Wilton [21]. Fig.
2(a) depicts an example of subset switch block pattern in the
context of uni-directional routing architecture using length-
2 wire segments. Note that when length-X (X > 1) wire
segments are used in a switch block, there are a larger number
of routing tracks that just pass through than those that start/end.
Most previous works applied uniform switch block patterns to
the starting, ending and passing tracks [15]-[23], while very
limited works tried separated patterns [15], [22], [23]. For
example, the popular architecture exploration tool VPR assigns
passing tracks to starting tracks following a round-robin scheme
[23]. This indeed balances the multiplexer sizes of SBs, but
it does make the architecture not tileable. Also, it remains an
open question if the round-robin scheme is superior to other
interconnection patterns. Moreover, early studies assume simple

conditions in routing architectures, e.g., length-1 wires and
bidirectional routing tracks, which are rarely used in modern
FPGAs [19]-[22]. Only a few recent works performed practical
analysis considering multi-length wires and uni-directional
routing [15], [23]. Considering these facts, the switch block
patterns do require a revisit in the context of modern tileable
FPGA architectures.

III. TILEABLE ROUTING RESOURCE GRAPH GENERATION

In VPR, FPGA routing architectures are modeled by the
Routing Resource Graph (RRG), where each node represents
routing tracks and CLB inputs/outputs, while edges denote
interconnections. In this section, we propose a tileable RRG
generator, which (1) can automatically arrange the distribution
of wire segments for routing channels in a tileable style;
and (2) can apply different switch block patterns for passing
tracks than starting/ending tracks. In addition, the proposed
tileable RRG generator is compatible with the wide set of
routing architecture parameters that VPR supported, including
connectivity parameters I ;,, Fe out, £s, CB/SB population
and various wire segments. The RRG generator is implemented
in VPR, available at [25].

A. Auto-arrange Tileable Routing Channels

A tileable routing architecture forces a few restrictions on
the width of routing channels as well as array sizes. First, for
each segment group, the number of routing tracks should be
the multiple of its length. Take the example of length-2 wires
in Fig. 2(b); the number of length-2 routing tracks should be an
even number. Otherwise, due to the wire twisting, the last few
tracks in the group will be length-1 wires instead of length-2.
Therefore, considering various lengths of wire segments, the
width of a tileable routing channel (W) is constrained by:

W=> fr-L e))
L

where L denotes the length of each type of wire segment and
fr is the frequency of wire segments in a routing channel.
This requires designers to carefully craft the W w.r.t. L and
fr- To avoid such effort, we adapted the channel builder of
VPR to arrange routing channels by adding groups of wire
segments according to their lengths. As detailed in Algorithm
1, the builder keep adding a set of tracks whose size equals to
the length of wires, until the channel width is satisfied. Note
that assigned_W may not be the same as required_W but is
the closest number which is tileable. To guarantee tileable
architectures even in search of best routing channel width, the

wire_types: a list of wire types.

required_W: Routing channel width specified by users.

Function chan_builder (required_W, wire_types) :

foreach L € wire_types do

\ compute_num_tracks_per_type();

end

while assigned_W < required_ W do
maxy, =max_num _tracks (wire_types);
assigned_ W += L_of_wire (maxy, );
mazry, -=L_of_wire (maxy,);

end

end

Algorithm 1: Tileable routing channel arranging algo-
rithm (pseudo-code).




<!—— Switch block with a mix of Subset and Universal
patterns —-—>
<switch_block type="subset" fs="3"
sub_fs="3"/>

Fig. 3: Examples of extended XML syntax for switch block patterns.

sub_type="universal"
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Fig. 4: An illustrative example of mixed switch block patterns: (left)
starting/ending tracks follow the Subset pattern; (right) passing tracks
follow the Universal pattern and are bent in a staggered style [6]; both
are combined in the actual switch block.

binary-search placement & routing engine is adapted to use the
tileable W provided by Algorithm 1. Similarly, the array size
should be the multiple of all the lengths of wires, in order to
guarantee regular wires even at the fringes of FPGAs. Consider
the example in Fig. 2(b), when the array width is an odd
number, there would be length-1 wires at the left/right borders
of FPGAs. In this paper, to guarantee the fine-granularity, we
consider both restrictions in sizing the FPGAs.

B. Support for Mixed Switch Block Patterns

To customize the switch block patterns for passing tracks,
we added two new XML tags to the VPR architecture
description language [23], as shown in Fig. 3. The XML
property sub_type specifies the interconnection pattern for
passing tracks, while sub_fs denotes the connectivity of
passing tracks. Supporting the most popular patterns, type
and sub_type could be any combination of Subset, Universal
and Wilton. In addition, sub_fs can be different than the
connectivity of starting/ending tracks fs, enabling a larger
architecture exploration space than before. Fig. 4 depicts the
corresponding switch block in an illustrative case, where uni-
directional length-2 wires are interconnected in a routing
channel width of W = 4. Note that when the length of wires is
larger than 2, the number of passing tracks will be much larger
than the number of start tracks in a switch block. Our RRG
generator applies a round-robin scheme to routing tracks on
each side of switch blocks (VPR does similarly but considering
all the routing tracks as a group), in order to balance the
multiplexer size. For each routing track, our RRG is larger
in routing multiplexer sizes than VPR but more routable. To
exploit the tileable RRG, we will study the best combination
of switch block patterns in Section IV-C.

IV. EXPERIMENTAL RESULTS

In this section, we first introduce the experimental methodol-
ogy and then evaluate the performance of tileable architectures
by comparing to non-tileable non-tileable ones.

A. Experimental Methodology

In this paper, we considered a Stratix-IV-like FPGA ar-
chitecture using a commercial 40nm technology, modeled by

the VTR project [23] !. Each CLB consists of 10 BLEs and
a local routing architecture with 50% connectivity, and each
BLE can operate at either 6-LUT or dual 5-LUT or arithmetic
modes. DSP and memory blocks are repeated in every 8
columns. Global routing is uni-directional with 80% of length-
4 routing tracks and 20% of length-16 routing tracks. CB
connectivity is set to F, ;, = 0.15 while SB connectivity is
set to F¢ oyt = 0.1. For a fair comparison, non-tileable FPGAs
can use any routing channel width (1¥), while the tileable
FPGAs is constrained by equation 1. Two sets of evaluation
are performed with the MCNC big20 and VTR benchmarks
[23], [24]: (1) the traditional architecture exploration flow [1],
where area utilization and critical path delays are achieved
by adding a 30% slack to the best routing channel width
(Winin); (2) layout-level fabric comparison, where we employ
a synthesizable FPGA design flow [14] and evaluate the layout
area between two FPGAs. In this case, we set W = 320 for
both FPGAs, similar to commercial products [8], [9].

B. Architecture Regularity and Layout Area

To validate the regularity of our tileable RRG, we use
graph matching to identify the replicated CBs and SBs in both
tileable and non-tileable architectures. For a fair comparison,
we consider only tileable array sizes for both architectures,
ranging from 16 x 16 to 128 x 128. Table I compares the
number of unique tiles in both architectures. Even though the
unidirectional architecture from VPR is not designed to be
tileable [23], there are still many tiles that are repeatable when
applying staggered routing segments [6]. However, the number
of unique tiles remain too large, requiring complete manual
layouts for a ~ 9 x 9 array. Note that FPGA regularity could be
much worse when longer wire segments (> 16) are introduced.
In contrast, the tileable architecture has a constant number
(=9) of unique tiles, as colored in Fig. 1, whatever the array
sizes are. The results prove the proposed RRG can minimize
the number of tiles to be laid out, showing an improvement
of 9.3x compared to non-tileable architectures. To propose an
apple-to-apple comparison, we compare the layout area of the
two architectures using OpenFPGA, a fast FPGA prototyping
tool [14]. The array sizes are fixed to 32 x 16, which is the
minimum tileable array size that fits the largest MCNC big20
benchmark. The non-tileable FPGA consumes 14.016mm?
while the tileable FPGA requires 14.008mm?, showing the
same area efficiency.

TABLE I: Number of unique tiles in FPGAs.

#. of Unique Tiles | Homogeneous Heterogeneous
Array Size VPR | Tileable | VPR | Tileable

16 x 16 80 9 148 27

32 x 32 84 9 174 27

64 x 64 84 9 178 27

128 x 128 84 9 174 27

C. Best Switch Block Patterns

We then investigate the best switch block patterns for
tileable routing architecture, by enumerating all the possible
combinations of Subset, Universal and Wilton patterns for
switch blocks. Fig. 5 compares the area, delay and minimum
routing channel width W,,;, between the non-tileable and
tileable architectures. In non-tileable architecture, Wilton and
Universal patterns are the best choices, being 2% smaller in
Winin and 1% better in area-delay product than Subset. The
conclusion is consistent with previous works and also explains

Thttps://github.com/verilog-to-routing/vtr-verilog-to-routing/blob/master/
vtr_flow/arch/timing/k6_frac_N10_frac_chain_depop50_mem32K_40nm.xml
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Fig. 5: Area, delay and channel width comparison between non-tileable and tileable FPGAs using different switch block patterns averaged over
MCNC big-20 and VTR benchmarks (subsetxuniversal denotes using subset pattern for start/ending tracks and universal for passing tracks).

well why Wilton SB is popular in many FPGA research papers.
Differently, in tileable architecture, Subset patterns are the most
routable but with a 3% overhead in area-delay product than the
baseline. When considering mixed switch block patterns, using
Universal for starting/ending tracks and Subset for passing
tracks (Universal x Subset) leads to the best area-delay product.
On average, the tileable FPGAs improve 13% in W,,;, than
the non-tileable counterparts. This is due to that the passing
tracks use Subset/Universal/Wilton are more routable than those
using round-robin schemes. When compared to the best non-
tileable architecture, the Universal x Subset tileable FPGA has
a 2% area-delay product improvement, showing the promise
of tileable architectures.

V. CONCLUSION

In this paper, we provide a detailed analysis of tileable and
non-tileable FPGAs considering modern routing architectures.
We propose a tileable Routing Resource Graph generator which
can support different switch block patterns for (1) the routing
tracks that start/end in a tile and (2) the routing tracks that
pass a tile. Experimental results show that averaged over the
MCNC and VTR benchmarks, when compared to the well-
optimized non-tileable architectures, the tileable architectures
can improve the minimum routable channel width by 13% and
area-delay product by 2%. In particular, our results showed
that in the context of tileable FPGA, a mix of Universal and
Subset switch block patterns lead to the best trade-off in area,
delay and routability.
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